Preprint, December 10, 2003

A shattered survey of
the Fractional Fourier Transform

A. Bultheel*
Department of Computer Science, K.U.Leuven, Belgium
H. Martinez'

National Fxperimental Univ. of Guayana, Port Ordaz, State Bolivar, Venezuela

Abstract

In this survey paper we introduce the reader to the notion of the fractional Fourier
transform, which may be considered as a fractional power of the classical Fourier trans-
form. It has been intensely studied during the last decade, an attention it may have
partially gained because of the vivid interest in time-frequency analysis methods of
signal processing, like wavelets. Like the complex exponentials are the basic functions
in Fourier analysis, the chirps (signals sweeping through all frequencies in a certain
interval) are the building blocks in the fractional Fourier analysis. Part of its roots can
be found in optics where the fractional Fourier transform can be physically realized.
We give an introduction to the definition, the properties and computational aspects
of both the continuous and discrete fractional Fourier transforms. We include some
examples of applications and some possible generalizations.
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1 Introduction

The idea of fractional powers of the Fourier operator appears in the mathematical literature
as early as 1929 [63, 15, 23]. It has been rediscovered in quantum mechanics [35, 30], optics
[32, 39, 2] and signal processing [3]. The boom in publications started in the early years of
the 1990’s and it is still going on. A recent state of the art can be found in [40].

In fact [40] is a comprehensive survey of what was published up to 2001. It appeared
while we were preparing this survey, and therefore most of what we include in this paper
will also be found in a more complete and more exhaustive form in that book. We shall add
some of the more recent developments as well. It is not our intention to be exhaustive, not
in the contents of the paper and certainly not in the list of references. We see this paper as
an appetizer for those who want to learn about a new and exciting subject that has many
potential applications that are yet to be discovered.

The outline of the paper is as follows. Section 2 gives a motivating analysis of the
classical Fourier transform which prepares the reader for several possible definitions of the
fractional Fourier transform (FrFT) given in the next section. Some elementary properties
are introduced in Section 4. The Wigner distribution is a function that essentially gives the
distribution of the energy of the signal in a time-frequency plane. The effect of a FrF'T can
be effectively visualized with the help of this function. This is describer in Section 5 where
we also include relations with the windowed or short time Fourier transform, with wavelets
and chirplets. The FrFT may be seen as a special case of a more general linear canonical
transform (LCT). Whereas the FrFT corresponds to a rotation of the Wigner distribution
in the time-frequency plane, the LCT will correspond to any linear transform that can be
represented by a unimodular 2 x 2 matrix. This is the subject of Section 6. Everything that is
explained in this section will thus also hold for the fractional Fourier transform. This includes
simplified forms, computational aspects, 2 and n-dimensional generalizations, filtering in the
transform domain, etc. A very short introduction is given to the optical interpretation of
the FrF'T in Section 7. This is not essential for the development ot the theory, but it shows
how the FrF'T appears naturally in an optical context. Recently, most of the transforms
that are used in signal processing have been given a fractional interpretation. Some of them
are closely related to the FrFT such as the sine, cosine and Hartley transform, others are
less connected, but can still be linked with the FrFT. Some of these are briefly discussed in
the next section. The discrete form of the FrFT for finite (periodic) signals is discussed in
Section 9. A selective set of applications is briefly mentioned in Section 10.
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2 The classical Fourier Transform

We recall some of the definitions and properties that are related to the classical continuous
Fourier transform (FT) so that we can motivate our definition of the fractional Fourier
transform (FrFT) later.

2.1 The definition

Definition 2.1 Let L be the Fréchet space of all smooth functions f (infinitely many times
differentiable) such that

Y (f) = sup |tmf(”)(t)| <oo Vm,n=0,1,2,...
teR

Then the F'T operator F is defined for f € L as

Fluw) = % /_ et (1)

The inverse transform is also defined and is given by
10 = —= [ Fea 2
= — w)edw.
V2T J o

Since we do not want to keep the different notation for time (¢) and frequency (w), we
shall use a “neutral” variable such as x or £ to avoid confusion.

It will also be useful to introduce a notation for a variable along a rotated axis system.
Let x = zy be the variable along the z-axis pointing to the East and £ = x; is the variable
along the ¢-axis pointing to the North, like for example the time and frequency variables in
the time-frequency plane. If this coordinate system is rotated over an angle o = an/2, a € R
counter clockwise, then we denote the rotated variables as z, and £, = z,.1 respectively.

Thus

To | cosa  Sin« T

& | | —sina cosa £
which we also denote as (z,,&,) = Ra(20, &) or more generally for § = br/2, b € R we have
(2, &p) = Rp—a(Ta, &a). It will always be assumed that §, = x441.

Figure 1: Notational convention for the variables and rotated versions. The angle is a@ =
ar/2.
Ve=G=mn

ga = Ta+1 Ta

Top =2
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Thus z, and &, = 2,1 are always orthogonal and z,,0 = &,11 = —x, and z,_1 = —&,.
The notation R, will also be used as an operator working on a function of two variables

to mean R, f(z,£) = f(Ra(z,€)) = f(2a; &a)-
It is well known [67, p.146-148] that the FT defines a homeomorphism.

Theorem 2.1 F : L — L is a homeomorphism with an inverse:

(F 7)) = (Ff-=2), feL, zeR

2.2 Interpretation in the time-frequency plane

Let f(x) be a (time) signal of the variable x = x, so it lives on the horizontal (time) axis.
Its FT (Ff)(§) is a function of the variable (frequency) ¢ = x; and hence it lives on the
vertical (frequency) axis.

Thus by the F'T, the representation axis is changed from a representation in the x = xg
(time) domain to a representation in the & = z; (frequency) domain, which corresponds to
a counterclockwise rotation over an angle 7/2 in the (x, £)-plane.

Because applying applying F twice leads to

F 1)) = FED) = 2= [ PO e = (=)

it is seen that
(F2f)(@) = f(~x). (3)
Therefore F2 is called the parity operator. Thus the representation axis is the reversed time
axis, i.e., the time axis rotated over an angle 7.
Similarly it follows that by using subsequently (3) and (1) we get

(FE1)(€) = (F(F21))(€) = % / " fea)e s de = F(6).

Thus

(FEE) = (FNI(=€) = F(=¢), (4)
which corresponds to a rotation of the representation axis over 37 /2. It will now be clear
that by another application of F, we should get another rotation over 7/2, which brings us
back to the original time axis. Hence

FYfy=f or F'=1. (5)

Thus the FT operator corresponds to a rotation in the time-frequency plane of the axis
of representation over an angle 7/2. Thus all the representations that one can obtain by
the classical F'T correspond to representations on the (orthogonal) axes of (z,§) (i.e., time-
frequency) plane, possibly with a reversion of the orientation.

3 The fractional Fourier transform

In [40] the authors give 6 different possible definitions of the FrFT. It is probably a matter
of taste, but the more intuitive way of defining the FrFT is by generalizing this concept
of rotating over an angle that is 7/2 in the classical FT situation. Like the classical FT
corresponds to a rotation in the time frequency plane over an angle « = 17/2, the FrF'T will
correspond to a rotation over an arbitrary angle v = an/2 with a € R. This FrFT operator
shall be denoted as F* where F! = F corresponds to the classical FT operator.

5
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3.1 Derivation of the formulas

To arrive at a more formal definition, we can first define the FrF'T on a basis for the space
L. For this basis we use a complete set of eigenvectors for the classical FT. Since F* =
Z, the eigenvalues are all in the set {1,—i,—1,i} and thus there are only four different
eigenvalues and thus only four different eigenspaces, all infinite dimensional. Consequently,
the eigenvectors are not unique. The eigenvectors belonging to different eigenspaces will be
automatically orthogonal because F is self adjoint, but within each eigenspace, the choice
of an orthonormal system of eigenvectors can be arbitrary.

A possible choice for the eigenfunctions of the operator F that is generally agreed upon
is given by the set of normalized Hermite-Gauss functions:

21/4 —z2/2 n_x?gyn  —x2 d
On(T) = \/We H,(x), where H,(zx)=(-1)"e"D"e ™, D= o

is an Hermite polynomial of degree n. These eigenfunctions are normalized in the sense that
(2m) 72 [%°_|$n(t)|*dt = 1. That these are eigenfunctions means that there is an eigenvalue
An such that F(é,(t)) = An¢n(t). Since

f(bn = eimﬂ-/%bna (6)

we see that the eigenvalue for ¢, is given by A\, = e /2 = \* with A = —i = ¢ /2
representing a rotation over an angle 7/2. Because the Hermite-Gauss functions form a
complete set in L, it suffices to define the FrF'T on this set of eigenfunctions ¢,. This is
simple, since in view of our intuitive geometric definition, it seems natural to define the FrF'T
for an angle o = an/2 by

fa(bn _ efinaﬂ-/Q(bn — )\Z(bn — )\Z(bm

with A\, = e %™/2 = ¢=%® = \® causing a rotation over an angle o. Thus the classical FT
corresponds to the FrFT F! and the FrFT corresponds to a fractional power of the FT
operator F.

Thus the Fourier kernel is

(&

—itx 00 -
o = 2 onO0n(e) = e,

Kl (57 I) =
while the kernel of the FrFT is
Ka(§,2) = ) X ()dn(x).

n=0

If we define the analysis operator 7, the synthesis operator 7; and the scaling operator Sy
as

Lo Sela) = [ f@od
Sy : {en} — {en}, A= e Y

Tr: A{da} = Y duda(a),

6
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then it is clear that we may write
F=T;8T, and F*=7T;5T;. (7)

Note that the operator 74 is unitary and that Tg is its adjoint.

The formula (7) gives a general procedure to define the fractional power of any operator
that has a complete set of eigenfunctions.

This definition implies that F* can be written as an operator exponential ¢ = e
e~"™M/2 where the Hamiltonian operator H is given by H = —%(D2 +U? + I) with D
the differentiation operator and i the multiplication or complex shift operator defined as
Uf)(x) = izf(x) = (FDF 1) f(x) (see [30, 35, 40]). The form of the operator H can be
readily checked by differentiating the relation

—iaH _

efio/}‘[ <€7$2/2Hn<$>> _ efina (efxz/QHn(x))

with respect to «, setting o = 0 and then using the differential equation H(x) — 2z H] (x) +
2nH,(z) = 0, or equivalently (D + 2id)DH,, = —2nH,, the expression for H follows.

From this representation, we immediately derive a number of properties for the operator
Fe.

imH /2

e For the classical FT we set o = 7/2, hence a = 1 and obtain F' = e~ with inverse

Fol _ ginH/2
e For o = a = 0 we do get the identify operator: F° =¢ =T

e For o = , hence a = 2 we get the parity operator F? = =",
e Index additivity: FoF? = e~ @mH/2g=bmH/2 — =ilatb)mH/2 — Fa+b

e As a special case we have F'/2FY2 = F and we call F'/? the square root of F. Also,
it follows that the inverse of the FrF'T F* is F~°.

e Linearity: ]:a[zj a;fi(u)] = Zj ;[ F? f(u)]
e Unitary: (F%)~! = (F)*
e Commutativity: F Fo2 = Fao2 Fo

o Associativity: JFs(FuFa2) = (FsFaz)Fu

3.2 Integral representations of the fractional Fourier transform

Recall that the Hermite-Gauss functions ¢,, are eigenfunctions of the FrF'T F* with eigen-
values e~ = e=M/2 je. Fop, = e M /2¢, .

Any function f € L?(—o00,00) can be expanded in terms of these eigenfunctions f =
> ) an®r with

() da, (8)

a

1 o
n = m/an(x)e
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By applying the operator F*, we get
Jo=Ff =FY anda] = Y anF 0n =) ane” ™20y,
n=0 n=0 n=0

Thus we have the definition of the FrFT in the form of a series, but this form is very
impractical for computational purposes.

It will be much more practical to have an integral representation. This can be obtained
by replacing the a,, in the series by their integral expression (8) (recall a = an/2):

o0

> [—ﬁiigi;?7§u/ii)¢n<x>f<

— /Oo > e‘maw/?Hn@)H"(:E)e_($2+€2)/2
-0 o 2nnly/T

fa(§) = x)dx] e~ 26,(€)

f(x)dz

1 00 2571'04_ 72ia§2+2 £2+2
ﬁm/—oo { = 1_66—%(()4 x)}eXP{_ 290 }f(l‘)dl’

where in the last step we used Mehler’s formula ([35, p. 244] or [4, eq. (6.1.13)])

exp

2x£e—ia76—2ia(£2+x2) }

i e " H,(&)H,(x) B exp{ 1_e2ia
2rnly/T B (1 — e 2i)

To rewrite this expression, we observe that the following identities hold (they are easily
checked)

n=0

2wée™ -
—— = —jzfcscq
1 — €—2za
T
VTVl —e 2 | for[sinql
e 1 i

T—ea fg~ —goota

where & = sgn(sin «). Obviously, such relations only make sense if sin # 0, i.e., if « & 7Z
or equivalently a ¢ 2Z. The branch of (sina)'/? we are using for sina < 0 is the one with

0 < |a] < 7. With these expressions, we obtain a more tractable integral representation of
F® for a & 27 viz.

el S S SN PR

Janlsinal Oc)exp{ U + 5" 0 a} f(z)dz, (9)
where & = sgn(sin«) and 0 < |o| < 7.

Previously we defined (F*f)(§) = f(&), if @« = 0, and (F2f)(§) = f(=£), if a = +.
That is consistent with this integral representation because for these special values, it holds
that lim. .o fore = fo- Thus, with this limiting property, we can assume that the integral
representation holds on the whole interval || < 7. Clearly, when |a| > 27, the definition is
taken modulo 27 and reduced to the interval [—m, 7.

Defining the FrFT via this integral transform, we can say that the FrF'T exists for f € L*
(and hence in L?) or when it is a generalized function. Indeed, in that case, the integrand
in (9) is also in L' (or L?) or is a generalized function. Thus the FrFT exists in exactly the
same conditions as in which the F'T exists. Thus we have proved

fa(&) = (FU)(E) =

8
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Theorem 3.1 Assume o = am/2 then the FrF'T has an integral representation

f(6) = (Fof)(€) = / K€ 2) f(2)de.

The kernel is defined as follows: For a ¢ 27, then with & = sgn(sin @),
Ta—a)

‘ K 1 —icot
Ka(&x):Canp{—i i +3(x2+£2)cota} with C, =S ~ _ 271
S1n &«

2 /2| sin af 2m

For a € 47 the FrFT becomes the identity, hence
Ky (& x)=06(E—2), neZ
and for a € 2+ 47, it is the parity operator:
Koign(&,2) =6(E+2), nel.

If we restrict a to the range 0 < |a| < 2, then F® is a homeomorphism of L (with inverse

Fo).

The last statement is proved in [30, p. 162]. Some graphics representing the kernel are given
in Figure 2.
Note that by F° = F?~2F we immediately have the more general formula

fo(§) = / N fal2) Ko (€, 2)da

Using the above expressions and the interpretation of the FrEF'T as a rotation, it is directly
verified that the kernel K, has the following properties.

Theorem 3.2 [F K,(z,t) is the kernel of the FrFT as in Theorem 3.1, then

~

- Ko (& ) = Ky (x,8) (diagonal symmetry)
K (& x) = Ku(& ) (complex conjugate)
- Ko(=¢,2) = K, (&, —x) (point symmetry)

N L o

. fjooo Ka(gvt)Kb(th)dt = Ka+b(£>x) (addztzmty)

T Ko (4,8 K(t, x)dt = 0(§ — ) (orthogonality)

v

3.3 The chirp function

A chirp function (or chirp for short) is a signal that contains all frequencies in a certain
interval and sweeps through it while it progresses in time. The interval can be swept in
several ways (linear, quadratic, logarithmic,...), but we shall restrict us here to the case
where the sweep is linear.

The complex exponential e contains just one frequency: w. This type of functions is
essential in Fourier analysis. In fact, they form a basis for the space of functions treated by

t

9
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Figure 2: Real (top) and imaginary (bottom) parts of the FrFT kernel K,(¢, x), ,& € [—5, 5]
for a = 0.01,0.5,0.75,1, 1.5, and 1.75. Note the highly oscillating character for a close to an
even integer.

a = 0.01 a=0.5
et par =001 el part a=05
R TR A Ll A ‘ K
"&‘§“m§ - \ \\N\\%
£ S5 s

imag part, a= 0.5

S/

10
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the FT. Indeed, the relation f(z) = \/% [ F(w)e™!dt can be seen as a decomposition of

f into a (continuous) combination of the basis functions {e“*}, cr.

On the other hand, if the frequencies of the signal sweeps linearly through the frequency
interval [w, wi] in the time interval [fo,¢1], then we should have w = wo + S=2(t — {o).
Thus, such a function will look like exp{i(xt 4+ 7)t}. The parameter x is called the sweep
rate. Now consider the FrET kernel K,(&, z), then, seen as a function of x and taking £ as

a parameter, this is a chirp with sweep rate %cot a. So, one way of describing a FrFT is

1. multiply by a chirp
2. do an ordinary FT

3. do some scaling

4. multiply by a chirp.

See Section 6.5 for more details on the computational aspect. The inverse FrF'T can be
written as f(z) = [7 fa(§)the(x)dE where ¢(x) = K_4(§,2) is a chirp parameterized in &
with sweep rate —% cot . Thus we see that the role played by the harmonics in classical
FT, is now taken by chirps, and the latter relation is a decomposition of f(z) into a linear
combination of chirps with a fixed sweep rate determined by a. Note also that in this
expansion in chirp series, the basis functions are orthogonal since

/ T Ku(6,2) K€, y)dE = 3z — ).

However, there is more. The chirps are in between harmonics and delta functions, which are
basic for the classical FT. Indeed, up to a rotation in the time-frequency plane, the chirps are
delta functions and harmonics. To see this, take the FrFT of a delta function §(z — ). That
is F*(0(- — 7)) = Ka(&,7), which is a chirp with sweep rate 5 cot . Thus, given a (linear)
chirp with sweep rate %cot a, we can by a FrF'T F~¢ transform it into a delta function and
hence by taking the FT of the delta function, we can take the chirp by a FrF'T F'~¢ into an
harmonic function.

3.4 Fractional Fourier transforms of some common functions

Now that we have seen the definition and some essential properties, it is time to have a look
at some of the actual transforms of some elementary functions.

Table 1: The fractional Fourier transform of some basic functions
f(u) F(u)
; ] 2 2 .
1 5(’& _ ,.Y) \/I—Z?tae%(u cot a—2uy csc a+y cota)’ if a g 27,
2
201 \/71+12t:n°‘6_17tana, ifa €27 +1
2 2
i 9 N .u“(x—tan a)+2uyseca—y“ tan o .
3 ez(Xu +2vu) /%61 2(1+x tan a) , if a — %arctanx g 27+ 1
- ) i 2 )
i 2 — lCOtau (x“—1)4+2uxy sec a+& _lcscgau x+2uy cos a—xy“ sin“ «
4 (& Q(Xu +27u) % 2 X2+cot2a e 2 X2+cot2a , X > 0
il
Pi(u) e "Pu(u)
e 2 e 2

In the table given above 7, x € R, and ¢;(u) are the Hermite-Gauss functions. In (4),
x > 0, is required for the convergence.

11
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12

Figure 3: F%(§(- —)) for a = 0.2,0.4,0.75, 1. On the left for v = 0, on the right for v = 5.
Real part: solid line, imaginary part: dashed line
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For a proof, we refer to the appendix.

For some graphics of several signals given in the table above, see Figure 4. Note that
the figure near o = 0 for the delta-function does not look much like a delta function, but
behaves rather chaotic. The reason is purely numerical. Although, we have theoretically
that a chirp can converge to a delta function, more precisely lim, g K,(x,v) = 6(x — ), this
does not work well numerically because we use an approximation where terms of the form
0 - oo will show up in a rather chaotic way.

4 Properties of the FrFT
The previous relations imply several properties for the FrFT.

4.1 Differentiation and multiplication operations

Theorem 4.1 The FrFT satisfies the following properties.

1. conservation of symmetry: The FrFT of an even (odd) function is even (odd).

12
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Figure 4: FrFT (real parts) of some signals

Re FA@3(.-y)(E), y =2 Re F(N)(@), f(x)=1

2. Parseval:

/OO f@)g(x)de = / (P POTF e

e}

If f = g, this is the energy conservation property.
3. multiplication rule: (FU™f)(§) =] cosal +sina D]™(F*f)(£)
4. differentiation rule: (F*D™f)(§) = [—sina U + cosa D" (Ff)(£)

Proof. (outline) The first one follows directly from the integral expression. The second is
also obtained from the previous kernel properties and Fubini’s theorem.

It requires much more technical manipulations to prove the latter two rules. They are
proved by induction on m. For m = 1, the multiplication rule is obtained by differentiating
the integral representation of f,(£) with respect to . The differentiation rule is obtained by
using integration by parts for F*Df and using the multiplication rule. 0

The two properties (3) and (4) (with m = 1) can be written as
| U || Uy “ U, | cosa  sina U
]:[D]_[Da}]: where {Da}_[—sma cos&}[@}

13



Preprint, December 10, 2003 14

Thus U, and D, correspond to multiplication and differentiation in the variable of the FrFT
domain. It are rotations of the usual & and D: (U,, D,) = Ru.(U,D). The latter are in a
sense orthogonal operations since for a = 1, i.e., a = 7/2, we recover the properties of the
FT namely multiplication in the time domain corresponds to differentiation in the frequency
domain, and differentiation in the time domain corresponds to minus the multiplication
operation in the frequency domain, which is exactly what the previous relations say for
a =1, viz. FU =UF = DF and FD = D1 F = —UF. The latter relations are beautifully
caught in Lie-bracket relations when the theory is developed in a quantum mechanical setting
[65].
It is not difficult to derive from the previous relations the more general one:

ur u
fb—a [ G;n :| — |: bm :| fb—a;
Da Db

U, | cos(f —a) sin(f — «) U, | al |a /2
D, | | —sin(f—a) cos(f—a) D, |” | B] |D '
Because the rotation is an orthogonal transformation, we also have D2 +U? = D*+U?, so

that the Hamiltonian is rotation invariant: H, = —3(D2+ U2 +1) = —5(D* +U*+ 1) = H.
Theorem 4.1 has some immediate consequences which we include for further reference.

Corollary 4.2 For functions f and g we shall consistently use f, = F*f and g, = Fg.
For f € L and o = aw /2 € R we have the following operational rules.

1. division rule: If g(x) = (iz) ™ f(x), then

i§2 cot o iz2 cot a

3
e 2 g8 = (Sina)m/ e 2z fu(x)da.

2. integration rule: If g(x) = [T f(t)dt, then
i§2tga é izztga
e 2 gu(§) = seca/ e 2 fu(x)dz.
3. mixed product rule: F*(UD)™ = (U,D,)"F* and F*(DU)™ = (DU,)"F* while

form=1: F*UD =U,F*D and F*DU = D, F*U.

For a proof we refer to the appendix.

4.2 Convolution

Let us have a look at some other rules that transfer in a consistent way from the clas-
sical FT to the FrFT case. It is a very useful property of the FT that it transforms a
convolution into a product. In fact, this is the very reason why many signal processing
problems become so simple when dealt with in the frequency domain. Of course, this prop-
erty remains true when it concerns the convolution of two functions in the domain of the
FrFT Fo if go(x,) = fa(xa) * ha(z,), (the star denotes convolution) then its FT becomes

Ga+1(&a) = far1(8a)has1(&e). Thus
f{f[fa(x‘l) * hll(xa)]} - f{fa+1<xa+1)ha+1 ($a+1)} = fa+2(l‘a+2) * ha+2(xa+2>‘

We shall say more about convolutions in a more general context in section 6.6.

14
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4.3 Shift operation

To conclude this section, two more rules that generalize the fact that for the classical F'T of
a shift in the time domain is transformed in an exponential multiplication in the frequency
domain and conversely. Therefore, these are called dual operations. In fact, the exponential
multiplication in the time domain causes a shift in the frequency domain, and in this sense,
both of them are in a sense shift operations. Thus it will not come as a surprise that the
FrFT will transform a shift in either of the two domains into an intermediate mixture of
both if a is not an integer. We have

Theorem 4.3 As before, for functions f and g we shall consistently use f, = F°f and
o = F%g. For f € L and o = ar/2 € R we have

1. shift rule: If g(x) = f(x +b), then

ga(’S) — eibsina(er%bcosa)fa(éf + bcos a)'

2. exponential rule: If g(x) = e® f(x), then

9a(&) = eibcosa(&%bsma)fa@ +bsina), z€R.

For a proof we again refer to the appendix.

5 Relation with other transforms

There are several other time/frequency representations of a signal that are related to the
FrFT. Some of them will be discussed in this section.

5.1 Wigner distribution
Let f be a signal, then its Wigner distribution or Wigner transform VW[ is defined as

WH)(.€) = % / Z Fo + u/2) T~ uf2e < du.

[ts meaning is roughly speaking one of energy distribution of the signal in the time-frequency
plane. Indeed, setting f; = F f, we have

o0

/M(Wf)(xf)dﬁzlf(@lz ad [ VPO = HEP

o0 [e.o]

so that

1 I e
v / / W)z, €)dedz = || £ = || fi]I%

which is the energy of the signal f.
An important property of the FrF'T is the following.

15
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Theorem 5.1 The Wigner distribution of a signal and its FrET are related by a rotation
over an angle —a:

Wfa)(z, &) = ReaWV)(2,€)

where a = ar /2, f, = F*f, and R_, represents a clockwise rotation of the variables (x,§)
over the angle a. Fquivalently

RaWfa)(@,§) = W fa)(2a, &) = WS)(, )

with (x4,&,) = Ra(x,§).

The proof is tedious but straightforward: replace in the definition of (W/f,)(z,&) the
values of f,(x + u/2) and f,(z — u/2) by their integral representation, which leads to a
triple integral. Omne of these integrals gives a delta function which allows to evaluate the
second of these integrals. The remaining one can then be identified with the explicit formula
for R_o(W[)(2,£). For detail see [3, p. 3087]. Looking at Figure 5, the result is in fact
obvious since it just states that before and after a rotation of the coordinate axes, the Wigner
distribution is computed in two different ways taking into account the new variables, and
that should of course give the same result.

Figure 5: Wigner distribution of a signal f and the Wigner distribution of its FrF'T are
related by a rotation.

k¢ ¢
ga 5{1 :Ea

=2Y

Rawfa (.1’, 5) = Wfa (xav fa)

This implies for example

> 2 1 > * _ 2
/_ VL), = (@) and / § / VL), E)dads = (]

o0

The first relation generalizes the above expressions given for a = 0,1, the second gives the
energy of the signal.

The Radon transform of a 2-dimensional function is the integral of this function along
a straight line through the origin. The Radon- Wigner transform is the Radon transform of
the Wigner distribution. If that line makes an angle & = an/2 with the z-axis, then it is
given by

[e.9]

/00 W [)(rcosa,rsina)dr = / W) (z,€)dE = |fa(x)|*.

o0 —00
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Figure 6: Some examples of Wigner distributions
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5.2 The ambiguity function
The ambiguity function is closely related to the Wigner distribution. Its definition is

(AN(r6) = o= / St /2l 2)e

Thus it is like the Wigner distribution, but now the integral is over the other variable.
The ambiguity function and the Wigner distribution are related by what is essentially a
2-dimensional Fourier transform. Whereas the Wigner distribution gives an idea about
how the energy of the signal is distributed in the (z,¢)-plane, the ambiguity function will
have a correlative interpretation. Indeed (Af)(x,0) is the autocorrelation function of f and
(Af)(0,€) is the autocorrelation function of f; = Ff. The Radon transform of the ambiguity
function is

o0

/OO (Af)(rcosa,rsina)dr —/ (Afo)(z,)dE = fu(x)2) fu(—2/2).

—00 — 00

Just like for the Wigner distribution it also holds that
Ra(Afa)(@,8) = (Afa)(Za, &) = (Af)(,€).

17
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5.3 Short time Fourier transform

The short time Fourier transform or windowed Fourier transform (WFT) is defined as

(Ful)(a.€) = J% / Z =)ot

where w is a window function. It is a local transform in the sense that the window function
more or less selects an interval, centered at x to cut out some filtered information of the
signal. So it gives information that is local in the time-frequency plane domain in the sense
that we can find out which frequencies appear in the time intervals that are parameterized
by their centers x.

It can be shown that

(fwf)(xvg) = eiix£<fw1f1)<§7 _x> = eimé(fw1f1>(‘r17§1)

where w; = Fw and f; = Ff. Because of the asymmetric factor e ™%, it is more convenient
to introduce a modified WFT defined by

(Ful)(w,&) = e/ (Fouf) (2, €).
Then we have

Theorem 5.2 The modified windowed Fourier transform satisfies

(Ful )@, €) = (Fu fa) (e, &)

A proof can be found in the appendix.
For more information on windows applied in the FrFT domain see [58].

5.4 Wavelet transform

From its definition f,(§) = [ K,(&, u)f(u)du, we get by setting = {seca and g(z) =

Jalw/ seca) | 2
g(r) = Claje "G / " e [g (;“) ] J(w)du.

o tan'/? o

C(«) is a constant that depends on « only. Although, there are some characteristics of a
wavelet transform, this can not exactly be interpreted as a genuine wavelet transform. We
do have a scaling parameter tan'/? & and a translation by u of the basic function Y(t) = eit’
but since f_oooo Y(z)dz # 0 and it has no compact support, this is not really a wavelet.

Multiscale chirp functions were introduced in [6, 28]. A. Bultan [9] has developed a so
called chirplet decomposition which is related to wavelet package techniques. It is espe-
cially suited for the decomposition of signals that are chirps, i.e., whose Wigner distribution
corresponds to straight lines in the (z, £)-plane.

The idea is that a dictionary of chirplets is obtained by scaling and translating an
atom whose Wigner distribution is that of a Gaussian that has been stretched and ro-
tated. So, we take a Gaussian §(t) = 7~ /4e~*"/2 with Wigner distribution (Wg)(z,£) =
(2/7) 2 exp{—(2? + €?)}. Next we stretch it as g(z) = s~ /2§(x/s) giving (Wg)(x,&) =
(W3q)(x/s,s€). Finally we rotate (Wg) to give (We)(z,§) with ¢ = F%g. The chirplet ¢

18
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Figure 7: A discrete chirplet dictionary tiling the (z, §)-plane

A

7k
7

depends on two parameters s and a and its main support in the (z,£)-plane can be thought
of as a stretched (by s) and rotated (by a) ellipse centered at the origin. To cover the
whole (x,&)-plane, we have to tile it with shifted versions of this ellipse, i.e., we need the
(Wg)(x — u, & — v) corresponding to the functions c¢(z — u)e™®. With these four-parameters
p = (s,a,u,v) we have a redundant dictionary {c,}. The next step is to find a discretization
of these 4 parameters such that the dictionary is complete when restricted to that lattice.
It has been shown [61] that such a system can be found for @ = 0 that is indeed complete,
and the rotation does not alter this fact.

If the discrete dictionary is {c,} with ¢, = ¢,,, then a chirplet representation of the
signal f has to be found of the form f(z) = > anc,(z). Such a discrete dictionary for a
signal with N samples has a discrete chirplet dictionary with O(N?) elements. Therefore
a matching pursuit algorithm [27] can be adapted from wavelet analysis. The main idea is
that among all the atoms in the dictionary the one that matches best the data is retained.
This gives a first term in the chirplet expansion. The approximation residual is then again
approximated by the best chirplet from the dictionary, which gives a second term in the
expansion etc. This algorithm has a complexity of the order O(M N?log N) to find M terms
in the expansion. This is far too much to be practical. A faster O(M N) algorithm based on
local optimization has been published [20].

This approach somehow neglects the nice logarithmic and dyadic tiling of the plane that
made more classical wavelets so attractive. So this kind of decomposition will be most
appropriate when the signal is a composition of a number of chirplets. Such signals do exist
like the example of a signal emitted by a bat which consists of 3 nearly parallel chirps in the
(x,&)-plane. Other examples are found in seismic analysis. For more details we refer to [9].
An example in acoustic analysis was given in [20].

6 The linear canonical transform

As we have seen, the FrFT is essentially a rotation in the (z,)-plane. So, it can be char-
acterized by a 2 x 2 rotation matrix which depends on one parameter, namely the rotation
angle. Most of what has been said can be generalized to a more general linear transform,
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Figure 8: Chirplets for different rotation angles, a = 0,0.1,0.5,0.9, 1., 1.5. Real part in solid
line, imaginary part in dashed line.
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which is characterized by a general matrix M with det(M) = 1. These generalizations are
called linear canonical transforms (LCT).

6.1 Definition

Consider a 2 x 2 unimodular matrix (i.e., whose determinant is 1). Such a matrix has 3 free
parameters u, v, w which we shall arrange as follows

w U 1 -1 -1
L P B L e R
c d _U+T U—FT m —C a

The parameters can be recovered from the matrix by

_d_ 11, 1 _a_1(1,
YT T A\ ) Ty YTy T\ e

A typical example is the rotation matrix associated with R, where a = d = cosa and

SHEISSEES

b= —c =sina. Let us call this matrix R,. The linear canonical transform F of a function
f is an integral transform with kernel K,(&, z) defined by
KM(&; I) _ L e%(u§2—2v§x+wx2) _ 1 62%(d§2—2§m+am2)

27ri V2mib

where u, v, and w are parameters (independent of ¢ and z) arranged in the matrix M as
above. Thus the transform is

(&) = (FYF)(€) = / " K€, 2) f(x)d.

6.2 Effect on Wigner distribution and ambiguity function

Note that if M is the rotation matrix R,, then the kernel K,; reduces almost to the FrFT
kernel because M = R, implies u = w = cot & while v = csca. Hence Fle = e~@/2Fa If f
denotes a signal, and fj; its linear canonical transform, then the Wigner transform gives

Wha)(az + b€, cx 4 d§) = W [)(x,€). (10)

The latter equation can be directly obtained from the definition of linear canonical transform
and the definition of Wigner distribution. Thus if R, is the operator defined by Ry, f(x) =
f(Mx), then W = Ry WFM. Note that this generalizes Theorem 5.1, since (up to a
unimodular constant factor which does not influence the Wigner distribution) F%o and F°
are the same. Again using the coordinate transform technique of Figure 5, the result is
obvious since the result says that the Wigner distribution computed before and after a
change of variables gives the same result.

The same thing can be said about the ambiguity function: A = R AFM.

Although M is a 2 x 2 matrix, and should be interpreted as such, we shall, purely for
typographical reasons, sometimes write M = (a, b, ¢, d).

The set of unimodular matrices M has a group structure, and the rotation matrices
(which correspond to the FrFT) form a subgroup (the elliptic group). This group structure
can be exploited to show for example that a LCT is a unitary operator and if C.;t = C*,
has a kernel K;,(&,x) = Ky (2,€). Also, the index additivity property of the FrFT can be
generalized to

FAFB = F¢ ifand only if C = AB.
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6.3 Special cases

When we restrict ourselves to real matrices M, there are several interesting special cases,
the FrF'T being one of them. Others are

o The Fresnel transform: This is defined by
eiwz/l
Vilz

This corresponds to the choice M = (1,b,0,1) with b = %, because, with this M we
have g.(&) = ™/ (FM )(€).

e Dilation: The operation f(x) — gs(§) = /sf(s), can be also obtained as a LCT
because with M = (1/s,0,0, s) we have g,(§) = /sgn(s)(FM f)(€).

g.(€) = e T/E2" £ (1) du.

o Gauss-Weierstrass transform or chirp convolution: This is obtained by the choice

M = (1,b,0,1):

(FY1)(E) = exp{z z — €)2/20} f(x)dx

\/_

e Chirp (or Gaussian) multiplication: Here we take M = (1,0, ¢,1) and get
(FMF)(E) = expicg® /2} f(€).

6.4 Simplified canonical transform

The LCT has been introduced in [33],[65, Chap. 9]. Some of the properties like the relation
with Wigner distribution, correlation and convolution, interpretation of the parameters etc.
were discussed in [47]. It turns out that for several applications, only the ratio a/b is im-
portant, which leaves the freedom to choose the other parameters subject to the unimodular
condition det(M) = 1. It gave rise to the definition of a simplified canonical transform [45]
which can be advantageous for computational reasons or it may be possible to use the extra
freedom to obtain a better design of the transform. Some of the properties of the usual LCT
can be lost though. For example the fact that FAF? = F¢ corresponds to AB = C makes
it easy to find the inverse because FAF? = T when AB = I, thus B = A~'. This will
not be true anymore for the simplified LCT, but fortunately simple formulas for the inverse
transform can still be obtained.

The eigenfunctions for the LCT are analyzed in [49]. They can take quite different forms
depending on |a + b| being smaller, equal or larger than 2.

6.5 On the computation of the LCT

To compute the LCT, it is only in exceptional cases that the integral can be evaluated
exactly. So in most practical cases, the integral will have to be approximated numerically.
Two forms depending on different factorizations of the M matrix are interesting for the fast
computation or the LCT and thus also for the FrFT.
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The first one reflects the decomposition

{Z Z}Z{M—ll)/b (1)] {(1) [1)} {(a—ll)/b ?] (11)

which means (see section 6.3) that the computation can be reduced to a chirp multiplication,
followed by a chirp convolution, followed by a chirp multiplication. Taking into account that
the convolution can be computed in O(N log N) operations using the fast Fourier transform
(FFT), the resulting algorithm is a fast algorithm.

Another interesting decomposition is given by

B R I I P B

and this is to be interpreted as a chirp multiplication, followed by an ordinary Fourier
transform (which can be obtained using FFT), followed by a dilation, followed eventually by
another chirp multiplication. Again it is clear that this gives a fast way of computing the
FrFT or LCT.

In Figure 9, the effect of the LCT on a unit square is illustrated showing the different
steps when the matrix M, which is for this example M = (2,0.5,0,1,0.525), is decomposed
asin (11) or as in (12). As we can see the two methods compute quite different intermediate
results. In the example given there, it is clear that the second decomposition on the right
stretches the initial unit square much more and shifts it over larger distances compared to
first decomposition on the left. This is an indication that more severe numerical rounding
errors are to be expected with the second way of computing than with the first one.

Figure 9: The effect of a LCT on a square. Left when the matrix M is decomposed as in
(11) and right when it is decomposed as in (12).
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The straightforward implementation of these steps may be a bit naive because for example
in the FrF'T case, the kernel may be highly oscillating. See for example Figure 2 in the case
of the FrF'T for values of a that are close to an even integer. It is clear that those values
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of a should be avoided. Therefore it is best to evaluate the FrFT only for a in the interval
[0.5,1.5] and to use the relation F* = FF' for a € [0,0.5) U (1.5,2]. A discussion in [3§]
follows the approach given by the first decomposition (11).

A brief derivation is given in the appendix.

6.6 Filtering in the LCT domain

One may now set up a program of generalizing all the properties that were given in the
case of the FrFT to the LCT. Usually this does not pose a big problem and the gen-
eralization is smoothly obtained. We just pick one general approach to what could be
called canonical filtering operations. For its definition, we go back to the classical Four-
ier transform. If we want to filter a signal, then we have to compute a convolution of
the signal and the filter. However, as we know, the convolution in the z-domain corres-
ponds to a multiplication in the ¢&-domain. Thus the filtering operation is characterized by
f*g = FY(Ff)(Fg)]. The natural fractional generalization would then be to define a
fractional convolution f x, g = (F*)H(F*f)(Fg)] and the canonical convolution would be
fru g = (FM)T(FMF(FMg)]. Clearly, if M = I or a = 1, the classical convolution is
recovered. This definition has been used in many papares. See for example [34] and [40,
p. 420]. Similar definitions can be given in connection with correlation instead of convolution
operations. The essential difference between convolution and correlation is a complex conjug-
ate, so that a canonical correlation can be defined as fxy; g = (FM)7[(FMf)(FMg)*]. One
could generalize even more and define for example an operation like FMs[(FM f)(FMz2g))
(see [45]).

If we consider the convolution in the z-domain and the multiplication in the £-domain as
being dual operations, then we can ask for the notion of dual operations in the fractional or
the canonical situation. A systematic study of dual operations has been undertaken in [24],
but we shall not go into details here.

The windowed Fourier transform can be seen as a special case. Indeed, as we have seen,
applying a window in the x-domain corresponds to applying a transformed window in the
rq-domain. So it may well be that in some fractional domain, it may be easier to design a
window that will separate different components of the signal, or that can better catch some
desired property of the signal because its spread is smaller in the transform domain [58].

Also the Hilbert transform which is defined as

1)

/
T ) —T

(13)

(integral in the sense of principal value) corresponds to filtering in the z domain with a filter
g(x) =1/x.

A somewhat different approach to the definition of a canonical convolution is taken in
[1]. Tt is based on the fact that a classical convolution f % g = f *¢ ¢ is an inner product of

f with a time-inverted and shifted version of g:

1 - / / r_ Y. g (x — -
(Fo00)@) = 7= [ 1@ =a)a’ = (10" =)
If we denote a shift in the z-domain as
(Zo(z") f)(z) = fz — 2)
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and recalling that time-inversion is obtained by the parity operator F?2, it is clear that
g (x — ') = (F*Ty(x)g*)(x'). So fxog=(f, F*Ty(x)g*). If we now define a canonical shift
as

Tu(zar) = (FY) 1 To(aar) FY

that is, we transform the signal, shift it in the transform domain, and then transform back,
then another definition of a canonical convolution could be

(f *u 9)(@) = (£, P2 Tu(2)g").

It still has the classical convolution as a special case when M = I, but it is different from
the previous definition.

6.7 Two-dimensional transforms

We know that the one-dimensional FrFT is defined by: Fe(f)(§) = [*o K.(§, z)f(z)dx
where K, (&, z) is the kernel as in Theorem 3.1. The simplest (separable) generalization of
the FrF'T to two dimension is given by:

(F1)(E) = (F™ ) (Em) = / N / " KuplE,m 2, y)f (2, y)dady

where Kq4(&,1;7,y) = Ka(§ ) Ko (0, y).

In the case of the two-dimensional FrF'T we have to consider two angles of rotation
a = ar/2 and = br/2. If one of these angles is zero, the 2-dimensional transformation
kernel reduces to the 1-dimensional transformation kernel. The FrFT can be extended for
higher dimensions as:

(o %f)(sl,...,sn):/_ / Kanoon€r o Gy 2) [, )y i,
(F2L)(E) = / / Ka(€,%)f(x)dx,

Ka(éax) = Kal ~~~~~ an(£17 o agn;xla v 7:(:“) = Kal (£17x1)Ka2(£27$2) T Kan(fn,l’n).

As an example consider the function rect(x), defined as the indicator function for the
interval [0,1). Figure 10 gives the magnitude of the 2-dimensional FrFT of the function
rect(x,y) = rect(x) rect(y) with a, = a, = 1.

The Wigner distribution of a 2-dimensional function f(z,y), is defined as:

(% u (%

1 h - u —i(§u+nv
Wf(:c,y;f,n)z\/—Q—ﬁ/ / f(x+§,y+2)f(:c—§,y—§)e (Eutnv) qudo

The separable 2-dimensional LCT of f(z,y), is defined as:
fule) = [ [ Koo o)dude, - Ku(o,gi,) = K (2,0 K, (0.0)
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Figure 10: 2D function rect and the magnitude of its FrFT

where
a, 0 1b, O
| 0 ay| 0 b, | ag by | ay by
M = c; 01]d, 01’ Mx_{cx dx]’My_[cy d, |’
0 ¢ |0 d,

When M is defined in this way, we may multiply the matrices associated with two trans-
forms and find the matrix associated with their concatenation. The Wigner distribution of
fum(z,y), is related to that of f(x,y) according to:

/

T T
WA €)= WD), | S| =M | L] (14
U U

Thus we have again as in the 1-dimensional case that W = RmWCwnm, where as before
Rmf(x;€) = f(x';¢). The generalization to the n-dimensional case is not difficult. We
immediately give it for the LCT.

fa(€) = (FM)(€) = / " Kai(€,x)dx

where Kwm(&,x) = [[_; K, (&, 7;). By M we mean the square matrix
a b
melal

a = diag(ay, ..., a,), b = diag(by, ..., bn),
c = diag(cy, ..., ), d = diag(dy, ..., d,),

where

with
N _
AJ—[ dj}, j=1,...,n.

€
As in the 2-dimensional case, almost all the properties for the 1-dimensional LCT are inher-
ited by this separable n-dimensional LCT. For example FAFB = F€ when AB = C, and
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with the n-dimensional Wigner distribution defined as
1 o ——— ¢u
OW.6) = s [ e w/2)flx = u/2ie €

where we used the dot to denote the inner product of two vectors: £ -u = 2?21 &u;, then

WA, €) = (W)(x.€),  with [’E‘}:M[’g} (15)

For a non-separable LCT, the kernel is not written as a product of 1-dimensional kernels.
The non-separable FrF'T has been considered in [48], but a much more systematic approach
can be found in [59]. The problem that the authors solve there is to find all metaplectic
operators. That is all operators F™ such that (15) holds. The result was that it can be
defined as

FM = Cy, -1 DpFCh1a

where the following notation is used: Cg represents a multiplication with the n-dimensional
chirp ¢s(x) = exp{ix”sx}. Thus

(Csf) (%) = (%) f(%).
Dy, is an n-dimensional dilation operator defined as

1 —1
(Daf)(x) = mf(b X).

Note however that the n-dimensional dilation operator, considered as a special case of the
n-dimensional LCT has a matrix representation

b! 0}

M:{ 0 b’

so that the previous definition of the dilation operator can only be considered as an n-
dimensional LCT when b is a symmetric matrix, which is a restriction to be taken into
account in the previous definition of a metaplectic operator.

7 Optical systems and fractional Fourier transform

Just like Fourier analysis, the FrF'T has some very close connections with optical systems.
It is possible to build an optical system such that the output of the system is (under some
ideal assumptions) exactly the Fourier transform of the input signal. For example, consider a
system like depicted in Figure 11. It consists of several thin lenses and possibly other optical
components which are not shown. The point source and the part of the system to the left of
the object serves to illuminate the object. The part to the right of the object will generate a
sequence of images. At a certain distance, one will see the inverted object. Before that, there
is a certain place where one can observe the Fourier transform of the object, and to the right
of the inverted image, one can observe an inverted Fourier transform, somewhat further an
upright object etc. This corresponds to the fact that the system acts at certain distances as
(integer) powers of the Fourier operator, so that we observe F* for k = 1,2, 3,4, ... at certain
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Figure 11: Optical system
object

point
source

YN

specific distances. However at the intermediate positions one may expect (and this is indeed
the case) that we get some non-integer (i.e., fractional) powers of the Fourier operator. The
places where the Fourier transform is observed are precisely those places where one would
have observed the point source if there had not been an object in between.

Normally, one has to study optics in 2-dimensional planes and analyse these as one
progresses along a z-axis. Under some ideal circumstances of monochromatic light, axial
symmetry etc., it is sufficient to study the systems in one variable only.

In general, an optical system will be characterized by a certain kernel h(x’, x) and the
input f(z) will be transformed into the output g(z) by an integral transform: g¢(z) =
J h(2 ) f(2')da’. If we consider systems that consist only of thin lenses, free space, and
quadratically graded-index media, then the transfer kernel has the special form

W', ) = Vbe ™ explim(ax? — 2bza’ + ca'”)). (16)

These systems are called quadratic phase systems for obvious reasons and they are studied in
Fourier optics. This formula resembles very much the kernel of the linear canonical transform
described in Section 6. This illustrates that we do get a FrF'T or a transform that is strongly
related to it for appropriate values of the parameters.

A thin lens causes a phase-only transform. The kernel is in that case

2
Piens(2', ) = 0(x — 2') exp [—z%]

where ) is the wavelength and f the focal length of the lens.
A transform caused by free space has a kernel of the form

N2
Rspace (', ) = e”"de_”/‘l\/% exp {ziﬂ(x )\dm ) ] :
In this case, d is the distance of free space the light travels through, and o = 1/\.

Both of the previous optical components form a special case of the general transform (16).
However, the most pure form of the FrFT is realized by the quadratically-graded index
media. This is a medium where the refractive index depends quadratically on x, namely
n?(x) = ni[1 — (x/x)?. Here ny and x are parameters of the medium. The transfer kernel
is in this case

/ i2mod eiid/2x i 2 ! 12
hogim (', ) = € T A, exp E(cotax —2cscazx’ +cotax
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with 0 = 1/\, @ = d/x and A, = v/1 —icota. It is clear that up to some scaling and a
multiplicative constant, this corresponds to a genuine FrF'T with sweep rate cot a.

In general the system (16) is more general than the FrF'T because it has 3 free parameters
while the FrFT has only one. However, by allowing an extra scaling factor and some extra
phase curvature parameter in the FrF'T, one obtains precisely the more general linear canon-
ical transform. Thus up to a rescaling of the variable and the phase factor, any quadratic
phase system realizes a FrFT up to a constant. The interpretation as a linear canonical
transform is most interesting because we can catch the free parameters in a matrix and the
concatenation of several such optical elements corresponds to a matrix that is the product
of the corresponding composing matrices.

Analysis of the eigenfunctions of the Fourier operator or of the LCT transform will be
important to find when the optical system will produce an image that is similar to the object.
Sometimes the intensity is the only important characteristic, while the phase is unimportant.
In such cases simplified transforms may be very effective [45]. For much more details on the
optics we refer to the extensive treatment in [40].

8 Other transforms

Probably motivated by the success of the FrF'T and the LCT, quite some effort has been put
in the design of fractional versions of related classical transforms.

8.1 Radial canonical transforms

It should be clear that for problems with circular symmetry, this symmetry should be taken
into account when defining the transforms. Take for example the 2-dimensional case. Instead
of Cartesian (z,y) coordinates, one should switch to polar coordinates so that, because of
the symmetry, the transform will only depend on the radial distance. For example, it is well
known that the Hankel transform appears naturally as a radial form of the (2-sided) Laplace
transform [65, sec. 8.4]. Giving directly the n-dimensional formulation, we shall switch from
the n-dimensional variables x and £ to the scalar variables z = ||x|| and & = ||£]|, and
the n-dimensional LCT will become canonical Hankel transforms [64, 60]. It is a one-sided
integral transform [~ Ky (€, x) f(x)da with kernel

— T (24
1€ 3 (5+v) lf

T(L,L,g)l—n/? exp {QLb(CLQj2 + d§2)} Jn/2+y_1 (?) ,

where J, is the Bessel function of the first kind of order v. The fractional Hankel transform
is a special case of the canonical Hankel transform when the matrix M is replaced by a
rotation matrix.

Ky(& x) =a""

8.2 Fractional Hilbert transform

The definition of the Hilbert transform has been given before in (13). Note that the con-
volution defining the transform can be characterized by a multiplication with —isgn(§) in
the Fourier domain. Since —isgn(¢) = e ™/2h(&) + ™/2h(—¢) with h the Heaviside step
function: h(§) =1 for £ > 0 and h(£) = 0 for & < 0, we can now define a fractional Hilbert
transform as

(FH) (™) + e h(=N(FM ()],
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with M the rotation matrix M = R,. For further reading see [68, 26, 41, 14].

8.3 Cosine, sine and Hartley transform

While in the classical Fourier transform, the integral is taken of f(x)e®®, one shall in the
cosine, sine, and Hartley transform replace the complex exponential by cos({x), sin(éx) or
cas(éx) = cos(§x) +sin(£x) respectively. Since cos and sin are the real and imaginary part of
the complex exponential, one might think of defining the fractional cosine and sine transforms
by replacing the kernel in the FrFT by its real or imaginary part. However, this will not lead
to index additivity for the transforms. We could however use the general fractionalization
procedure given in (7). We just have to note that the Hermite-Gauss eigenfunctions are
also eigenfunctions of the cosine and sine transform, except that for the cosine transform,
the odd eigenfunctions will correspond to eigenvalues zero and for the sine transform, the
even eigenfunctions will correspond to eigenvalue zero. This implies that the odd part of
f will be killed by the cosine transform. So, the cosine transform will not be invertible
unless we restrict ourselves to the set of even functions. A similar observation holds for
the sine transform: it can only be invertible when we restrict the transform to the set of
odd functions. This motivates the habit to define sine and cosine transforms by one sided
integrals over RT. See [49]. The bottom line of the whole fractionalization process is that
to obtain the good fractional forms of these operators we essentially have to replace in the
definition of the FrFT the factor €®® in the kernel of the transform by cos(éx), sin(éx) or
cas(&x) to obtain the kernel for the fractional cosine, sine or Hartley transforms respectively.
In the case of the cosine or sine transform, the restriction to even or odd functions implies
that we need only to transform half of the function, which means that the integral over
R can be replaced by two times the integral over R™. Besides the fractional forms of these
operators there are also canonical forms for which we refer to [49]. Also here simplified forms
exist [46, 49].

8.4 Other transforms

The list of transforms that have been fractionalized is too long to be completed here. Some
examples are: Laplace, Mellin, Hadamard, Haar, Gabor, Radon, Derivative, Integral, Brag-
man, Barut-Girardello,... The fractionalization procedure of (7) can be used in general.
This means the following. If we have a linear operator 7 in a complex separable Hilbert
space with inner product (-,-) and if there is a complete set of orthonormal eigenvectors
¢, with corresponding eigenvalues \,, then any element in the space can be represented as
F =0 anbn, an = (f,dn), so that (T f) = > 7 a,\nd,. The fractional transform can
the be defined as

(TFE) =D andidn(&) =Y N (frn) (&) = (£ Kal&, "),

where

Ko(&,2) =Y Non(€)n(x).

Of course a careful analysis will require some conditions like for example if it concerns the
Hilbert space LZ(I ) of square integrable functions on an interval I with respect to a measure
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p, then we need K,(&,-) to be in this space, which means that > 7 |\, [**|¢,(€)]* < oo for
all €.

In view of the general development for the construction of fractional transforms, it is clear
that the main objective is to find a set on orthonormal eigenfunctions for the transform that
one wants to “fractionalize”. There were several papers that give eigenvalues and eigenvectors
for miscellaneous transforms.

Zayed [69] has given an alternative that uses instead of the kernel K,(§,x) = > At} ()P, (§)
the kernel

K, (& x) = hm Z|)\]emo‘¢n On().

Thus A? is replaced by |A\|"e™ and the ¢, can be any (orthonormal) set of basis functions.
In this way he obtains fractional forms of the Mellin, and Hankel transforms, but also of
the Riemann-Liouville derivative and integral, and he defines a fractional transform for the
space of functions defined on the interval [—1, 1] based on Jacobi-functions which play the
role of the eigenfunctions.

To the best of our knowledge, a further generalization by taking a biorthogonal system
spanning the Hilbert space, which is very common in wavelet analysis, has not yet been
explored in this context.

9 The discrete FrFT

The purpose of this section to define a discrete FrE'T (DFrFT). It is a discrete approximation
of the continuous FrFT when only a vector of a finite number of samples of the signal is
given, just like the discrete FT (DFT) is a discrete version of the ordinary continuous FT.
So we are working with vectors in CV. Of course this is of great importance for practical
computations.

9.1 The DFT for finite signals and its eigenstructure

The DFT §f of a vector f = [f(0),..., f(N — 1)]7 is defined as the vector f, = §f = Ff
defined by

(SH)w) = fn)e 2N = ZFl/n v=20,...,N—1.

1
VN
Thus the DFT is obtained by multiplying the given vector with the kernel matrix

1 .
F(v,n) = ﬁWVn’ vn=0,....N—1, W= o—i27/N.

The inverse is given by (' f1) = F* f1. This confirms that F is a unitary matrix (F~! = F*).
Thus the matrix has unimodular eigenvalues and is diagonalizable. Since §* is the identity

operator, F* = I, and therefore the eigenvalues are like in the continuous case A, = A",
with A = e™/2 i.e., 1, —i, —1,4, each with a certain multiplicity depending on N modulo 4.
However, they are not Just )\” with n = 0,..., N — 1. There is some anomaly for even N.
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Indeed, the eigenvalues turn out to be A" for n € N' where N' = {0,..., N — 1} for N odd
and N'={0,...,N —2, N} for N even. Hence the table of multiplicities [31]

N 1 —1 —1 i

4m m+41 m m m—1
dm+1|\m+1 m m m
dm+2 | m—+1 m m+1 m
dm+3|\m+1 m+1 m+1 m

which tabulates the multiplicities of the eigenvalues shown on top for different values of N
modulo 4. There must also exist a set of N independent eigenvectors (the discrete versions
of the Hermite-Gauss functions). Like in the continuous case, the eigenvectors with respect
to different eigenvalues will be orthogonal, but within each of the four eigenspaces there is
some freedom to choose an orthonormal set.

Dickinson and Steiglitz [16] have found a procedure to construct a set of real orthogonal
eigenvectors for F'. They are constructed from the (real and orthogonal) eigenvectors of
a real symmetric matrix H with distinct eigenvalues that commutes with F. If e is an
eigenvector of H: He = Me, then from HFe = FHe = AFe, it follows that Fe is also
an eigenvector of H for the same eigenvalue, so that by simplicity of the eigenvalues of H,
there must exist a constant 3 such that Fe = fe, i.e., e is also an eigenvector of F' (with
eigenvalue (3). Thus any eigenvector of H is also an eigenvector of F'. Thus the problem is
reduced to the construction of such a matrix H and finding its eigenvectors. Such a matrix
H turns out to have the form H = D? + U? where D? is a circulant matrix whose first row is
[—2,1,0,...,0,1] (this is the matrix associated with the second difference operator and it is
thus the discrete analog of the second derivative D?) and U? = FD?*F ! is a diagonal matrix
U? = 2diag(R(),,) — 1) (this is the discrete analog of U4?). Recall that R(),) = cos(%n).

It is easily seen that H is real, symmetric and commutes with F'. It is the discrete analog
of the Hamiltonian H (except for an additional term I, which we left out because it does
not influence the eigenvectors).

The matrix H has distinct eigenvalues, hence unique eigenvectors, for all N that are
not a multiple of 4. If N = 4m, then there is a eigenvalue —4 with multiplicity 2, but an
orthogonal system can still be constructed. Define the matrix V' defined as

_\/5 0o ---0lo . 0 \{]Q (1) 08 0o --- (1)
0 |1 1 '
! 110 10| 1
V_ﬁ 8 1 _11 o ﬁ 010 1 0
0 110 -1
i 0|1 _1_ o |1 : N

depending on N being even or odd. The sizes of the nontrivial square blocks are | =1 (|z]
denotes the integer part of z). We get after a similarity transform of the matrix H (note
V = VT = V1) a decoupled matrix that splits into two blocks

E 0
VHV—{O O}

32



Preprint, December 10, 2003 33

with £ and O symmetric tridiagonal matrices of size |5 ] + 1 and [ %] respectively. Thus

the problem is reduced to finding the eigenvectors of E and O and multiply them (after
appropriate zero padding) with V. The remaining problem is to find out which eigenvector
of H should be associated with a particular eigenvalue of F'. This is defined in terms of the
number of zero crossings. This is like in the continuous case where ¢,, corresponding to the
eigenvalue (—¢)™ has n zeros. In the discrete case, the nth eigenvector corresponding to (—i)"
should have n zero crossings where the eigenvector is cyclically extended and a zero crossing
corresponds to the fact that two successive components differ in sign: h(n)h(n + 1) < 0 for
n=0,...,N—1 (with h(N) = h(0)). However, it turns out that ordering the eigenvectors
with respect to the eigenvalues they have as eigenvectors of H is precisely the ordering we
need. Note that the fact that we have now uniquely defined a set of orthogonal eigenvectors
is not in contradiction with the fact that we said earlier that there are infinitely many sets
of orthogonal eigenvectors. The condition of being even or odd actually fixes them uniquely
(up to sign change).

So now we know the eigenvalue decomposition of F': F' = GAGT with G = [go, ..., gn_1]
the orthogonal matrix of eigenvectors and A = diag(Ag, ..., Anv-1), Ay :n=0,...,N—1) =
(e7™/2:n € N), N as defined above.

9.2 Definition and properties of the DFrFT

The definition of the DFrFT is now exactly like in the continuous case:
§f = FOf = GA°GT f.

As before we shall denote by an index the DFrFT of order a: f, = §*fy or more generally
fazs = §fa. Also the index variable will be denoted as n, for the a-domain. Thus for
example

N—1
(S(H_bf) (na+b) = Z Fb(”bv na)fa(na)-
Ng=0
It should be obvious that with this similarity in definition, it also follows that almost all the

properties holding for the continuous FrEF'T also holds for the DFrFT. For example, all the
properties listed at the end of Section 3.1 still hold for the DFrFT. So we have e.g.

. linearity: §*(f + g) = §*f + §%9.
2. index additivity: F* = g’ = F°3°.

—_

3. special cases: §' is the ordinary DFT, §? is the parity operator.
4. unitarity: (§%)7! = ()"

5. conservation of symmetry: an even (odd) vector is transformed into an even (odd)
vector.

6. Parseval: f*g = frqg,.
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Figure 12: Some continuous Hermite-Gauss functions ¢, n = 1,2, 3,4, 18,20 and the cor-
responding eigenvectors (indicated with circles) for the matrix H of size N = 26. Note that
for smaller n, the approximation is better.
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9.3 Relation between the FrFT and the DFrFT

As we have seen above, there are many properties that are transferred from the FrET to
the DFrFT. We can ask how good the DFrFT will be an approximation of the FrFT. This
is closely related with how good the discrete versions of our Hermite-Gauss functions will
approximate the continuous ones.

9.3.1 Discrete Mathieu functions

To start with, note that from what we have seen above, it immediately that the continu-
ous Hermite-Gauss function ¢, corresponding to the eigenvalue )\ satisfies the differential
equation H¢ = A\¢ or equivalently

(D* +U)g(x) = —(2A + 1)o(2), (17)

with D and U the differentiation and multiplication operators as defined before.
The eigenvector g of H corresponding to the eigenvalue \ satisfies however the difference
equation
A?g(n) + [2cos(nFF) — (A = 2)]g(n) = 0 (18)

Where A is the difference operator Ag(n) = g(n + 3) — g(n — 3), and hence A%g(n) =
g(n+1) = 2g(n) + g(n — 1), where the indices are taken modulo N. Recall the circulant
matrix D? which is the kernel matrix for A?. Similarly 4? = FA2F ! gives

2m

W f(n) = [em%ﬂ -2+ e_mN} f(n) =2 [cos(n3x) — 1] f(n).

It is easily seen that our previously introduced matrix U? is the kernel matrix for $2. Thus
31 is not a complex shift, but only an approximation to it because

Wfn) =2 (cos(nff) — 1) f(n) = (=(37)° + ) f(n) = = (37)° f (n).
The continuous counterpart of (18) is therefore
D (x) + 2[cos(2mz) + 1|p(x) = (A + 4)¢(z). (19)

The periodic solutions to this equation are Mathieu functions [16]. In other words, one
may not expect that the eigenvectors have components that are samples of the continuous
Hermite-Gauss functions. However Figure 12 does show a close relationship between them.
So the question can be raised how good the eigenvectors approximate the continuous Hermite-
Gauss functions, since this is important for the numerical computation of the continuous
FrFT.

9.3.2 DFrFT by orthogonal projection

This problem has been discussed in [43]. If we go from FT to DFT, then an integral over
the whole real line is approximated by a quadrature rule over N points. Obviously this will
just be an approximation. First of all, the continuous Hermite-Gauss functions have an in-
finite support while the eigenvectors have only N components. Fortunately, the continuous
Hermite-Gauss functions decay like t"e~**. So that for practical purposes, they can be con-
sidered as zero outside a finite interval. However, for larger n, the decay is slower and hence
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the approximation is worse for the same interval. It turns out that a sampling frequency
T = /27/N is precisely what one should use to obtain the same variance for continuous
and discrete versions of the Hermite-Gauss functions. Secondly, there is the integral that
has been replaced by a summation which is in fact a trapezoidal approximation. Both the
truncation error for the interval and the integration error of the trapezoidal rule will go to
zero when N tends to infinity. Hence it may not come as a surprise that the eigenvector in
Fg, = \,g, for the DFT can be approximated by samples of the continuous Hermite-Gauss
function ¢,,. The following theorem was shown in [43].

Theorem 9.1 Let ¢, be the continuous Hermite-Gauss function and set T = /27 /N.
Define
5 { dn(ET), for 0 <k < [N

Pl = Ou((k— N)T), for [N +1<k<N -1,
then it holds that for N large F¢, = A\yén, where F is the DFT kernel matriz.
That is why in [43] another DFrFT algorithm is proposed.
1. construct the sample vectors q;n as in the previous theorem
2. construct the eigenvectors g, of H as in the previous paragraph
3. for k =0,1,2,3, project the vectors (54m+k, k=0,1,... onto the kth eigenspace
4. re-orthogonalize the projected vectors within each eigenspace

The orthogonalization across eigenspaces is not necessary because that orthogonality is auto-
matic. One could also do the re-orthogonalization while at the same time minimizing the
distance from the original gEn vectors. This procedure requires a singular value decomposi-
tion, but for n close to N — 1 the results are then better than without the projection.

9.3.3 Higher order approximants

Another refinement that could be interesting when it is the intention to approximate the
FrFT accurately is to use better approximations for D? and U2. So if D? is a matrix kernel
corresponding to a higher order approximation A? for D? and if we set U? = FD2*F~!,
then the same analysis as the one done in the last two paragraphs goes true, but better
approximations of the continuous Hermite-Gauss functions are obtained. For more details
see [13, 40]. An investigation of the approximating properties has been given in [7, 8.

9.4 Other definitions of the (D)FrFT

Since there are many possible definitions of the FrFT possible, many of which are equival-
ent, there is also a variety of possible definitions of the DFrFT which may or may not be
equivalent.

An older definition given in [57] is based on the fact that there exist certain expressions
pi(a) such that
1— 6i27ra

1
R e 1= (20)
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This is known to be different form the definition given before. Because there are some
drawbacks to this definition (e.g., lack of index aditivity), it is somewhat placed on a side
track. But when using the definition introduced before, there are still many possibilities. In
fact, depending on the choice of the eigenvectors and the order of the eigenvalues, there is a
multitude of possible definitions for the FrF'T and these may not always be equivalent.

A unifying framework has been given recently [12] which takes care of these two ambi-
guities in the definition (7):

1. the eigenvalues can be reordered, and the branch of the power A is not fixed
2. the orthogonal basis ¢,, is not unique.

So the unifying definition becomes
F=T1,81y,

where p = (pt, = e72("+4%) . n = 0,1,...), with ¢, € Z an arbitrary sequence and

(o)
Viaptk = E Oé4m+k,4n+k¢4m+k,
m=0

i.e.,
Woﬂblﬂﬂ%---] = [¢07¢17¢27"‘]A7 A= [@m,n]go'

The sequence 7, = n+4¢, is called the generating sequence and the double sequence {, , }
is called a perturbing sequence.

The choice of the generating sequence with ¢, = 0 and the choice of the standard basis ¢,
leads to the definition used before, while for g, = [n/4], we get the definition (20) whatever
the basis is. We shall not go into the details here.

Of course the above alternatives can be adapted to the DFrFT case. Because of the am-
biguity in the choice of the eigenvectors there are many different approaches to the definition
of the DFrFT. To simulate the approximation of the Hermite-Gauss functions, sometimes
one starts from sampled versions of these eigenfunctions and uses these vectors to construct
eigenvectors. The approach of [43] that we mentioned before is an example of this strategy.
For a survey of different techniques to define the DFrFT see [44] where also closed form
solutions for the eigenvectors are given. In [18] eigenvectors are constructed having certain
symmetry properties. And probably other definitions will show up in the future.

For the discrete versions of the cosine, sine and Hartley transforms, we note already in
the classical case of the DCT or DST, there are eight different possibilities. The DCT-I and
DST-I have besides the eigenvalue 0, only eigenvalues +1. The DCT and DST eigenvectors
can be obtained as approximately the first half on the entries of a DFT eigenvector for
a DFT matrix that has approximately twice the size of the given vector (the adjective
“approximately” refers to the fact that it depends on N being even or odd). In fact, this
property is often used in opposite direction, and the DFrFT is computed by combining a
DFrCT and a DFrST of the given vector [51]. A similar technique can be used for DCT-IV
and DST-IV. See [62]. In fact all the transformations of type I, IV, V, VIII will have similar
difficulties because £1 and 0 are the only (multiple) eigenvalues that will be appear. For
transforms of type II, III, VI and VII, the situation is different. The eigenvalues +1 will
be simple (if they appear at all), and all the other eigenvalues appear in complex conjugate
pairs. This is a simpler situation in theory because then all the eigenvectors will be uniquely
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defined, and there is no ambiguity in the definition anymore, except maybe for the choice of
the branch in the computation of A\%. On the other hand, the computation will be harder,
because the problem will be less structured. See [11].

Several other papers are dealing with discrete transforms: discrete sine and cosine trans-
forms and thus also Hartley transforms [42, 10] discrete Hadamard transform [50], discrete
Fourier-Kravchuk transform [5], etc. The domain of discrete LCT seems to be largely unex-
plored, except for the closed form approach given in [44].

Also the effect of the discrete transforms on the Wigner distribution is still unclear. Even
the definition of a discrete Wigner distribution is not completely settled. Some references
[36, 37, 52, 53, 54, 56, 55].

10 Applications of the FrFT

The FrFT has many applications in signal processing (especially optics). It is of course
impossible to cover all of them, we just give a selection.

10.1 Filtering in the fractional Fourier domain

In some signal processing applications we have to identify a number of chirps that are mixed
up in one signal, or a certain signal may be corrupted by chirps that we want to eliminate.
Here we describe an algorithm to filter out a chirp with sweep rate, a.

Given a signal f(t) plus chirp function with sweep rate «
calculate the F* transform

multiply by a stop band filter

apply the inverse FrFT F~—¢

W=

We recall that the FrFT maps a chirp function (signal), from the a = 0-domain to a delta
function in the a-domain if a corresponds exactly to the sweep rate of the chirp. By the
stop band filters we remove the delta function as well as possible, so that step 4 brings the
filtered signal back to the original domain. A graphical example of this algorithm is given
in Figure 13, where the chirp function is given by: 0.1exp{i(t?/10 — 2t)} and the signal
is a Gaussian exp{—(t — 30)%/20}, with a time slot (0,40) and a sampling frequency 100
Hz. Figure 14 gives the Wigner distributions that correspond to the previous pictures. It is
seen that the first FrF'T rotates the distribution in such a way that the projection onto the
horizontal axis (the a-domain) separates the signal from the chirp (top right). The chirp can
now be removed (bottom left) and after back transformation (bottom right), only the signal
remains.

If the noise is a real chirp like 0.2 cos(t?/10 — 2t), then we have to filter in the a and the
—a domain. Indeed, the cosine consists of the sum of two complex chirps: one to be filtered
out in the a-domain, the other one in the —a domain. This is illustrated in Figure 15.

Of course this idea can be extended, and by several FrF'T’s and corresponding deletion
of a part of the measured signal, one can isolate a signal that has a Wigner distribution in
a convex polygon of the time-frequency plane. This is illustrated in Figure 17
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Figure 13: Filtering of a signal. The signal is a Gaussian: exp(—(t — 30)?/20) corrupted by
a chirp: 0.1exp(i(t*/10 — 2t)). All figures contain absolute values.
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10.2 Signal recovery

Assume that a signal f(x) is to be recovered from observations g(z) which are given by

o(z) = / D, ) f(z')da’ + n(x)

where D(z,2’) is a distortion kernel and n(z) is a noise signal. The idea is to apply the
technique that we described before for the removal of a chirp component: First rotate (F%),
then multiply with a filter function h (e.g. the rect function to isolate a particular part)
and then back-rotate (F~%), so that the filtering operation becomes F~*M,F* where M,
represents the multiplication with A. For example an ideal classical bandpass filter uses a = 1
and a rect function for h. Whatever the rotation F¢ is, the optimal multiplicative filtering
function can be found from the autocorrelation function for f and n, which we assume to be
known. This is based on classical Wiener filter theory. The remaining problem is to find the
optimal rotation to be inserted, i.e., to find an optimal a. This is done by computing the
filtered signal for several a-values and taking the one that gives the minimal error for the
data given. Several variations are possible e.g., by doing a sequence of such transformations
(like we did in the example for the real chirp removal) or we can do them in parallel and
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Figure 14: Filtering of a signal, Wigner distributions. The signal is a Gaussian: exp(—(t —
30)?/20) corrupted by a chirp: 0.1exp(i(¢?/10 — 2t)).
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recombine them afterwards. For more details we refer to [25, 40] and the many references

they contain.

10.3 Signal classification

The convolution of two signals f and g is defined as

(f*xg)(x) = /OO f(t)g(t — z)dt.

The cross correlation of these signals is the convolution of f(z) and g(x) = g(—z) = (F2g)(z):

(Fea)a) = [ ol
Therefore F(f * g) = (Ff)(Fg) and F(f xg) = (Ff)(Fg). For the case that f =g, f* f is

called the autocorrelation function and F(f x f) = |(Ff)|?.
Thus, the autocorrelation function of a signal being the convolution of the signal with

the complex conjugate of a shifted and z-inverted version of itself, it is obvious that the
unshifted version will give a peak in the autocorrelation function at the origin.
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Figure 15: Filtering of the signal. The signal is a Gaussian: exp(—(t —30)2/20), the noise is

a real chirp: 0.2 cos((t?/2 — 2t)) All figures contain absolute values.

gaussian+chirp

FRFT of gaussian+chirp

1.5 25
1 2
g g 15
5 05 >
" ] 1
0 0.5
-0.5 0
0 10 20 30 40 0 10 20 30 40
time (a = 0) domain a—-domain
filtered signal in a—domain FRFT in (-a)—-domain, filtered in a—domain
25 25
2 2
1.5 15
1 1
0.5 0.5
0 0
0 10 20 30 40 0 10 20 30 40
a-domain (-a)-domain
FRFT of signal filtered in + a—domain The signal after filtering
25 15
2
= 1
S
1.5 o
g 0.5
1 2
r_L
0.5 0
0 : -0.5 : : :
0 10 20 30 40 0 10 20 30 40
(—a)-domain time domain

To see if a signal f, matches another signal g, we compute again the correlation h = fxg
and the signal f will more-or-less match the signal g if there is a distinct peak in the function
h. This makes it possible to recognize a certain signal or image, when it matches a certain
reference signal or image. The correlation operator is known to be shift invariant: if either
f or g is shifted, then the correlation will be shifted over the same amount. Thus the
signal will still be recognized if it is shifted. Thus shift invariance can be an advantage,
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Figure 16: Wigner distributions corresponding to Figure 15
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but it can also be a disadvantage if one wants the detection to be local. In that case the
fractional correlation can be useful because the parameter a will be a parameter to control
the shift invariance. This motivates the definition of a fractional convolution and a fractional
correlation operation.

A simple generalization of the convolution is the fractional convolution defined as f*,g =
F[(F*f)(Fg)| and the fractional correlation is defined as fx, g = F*[(F°f)(Fg)]. For
more details on fractional convolution and fractional correlation see [1].

As we mentioned above, the case a = 1 gives a shift invariant correlation. There will be
a peak, giving a certain maximal value, and when the signal is shifted, we shall get the same
peak, with the same magnitude at a shifted position. However, the fractional correlation will
not be shift invariant in general. There will still be a shift of the peak corresponding to the
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Figure 17: Filtering out noise by multiple masking in 3 FrF'T domains. Do 3 FrFT F* with
a-domain orthogonal to the directions 1, 2 and 3 and rmove everything that is at one side
of the dashed line indicated by the arrow.

/ signal

shift of one of the signals, but the peak will also be fading out; the peak height will decrease
and its variance will increase. Thus matching will only be recognized when the signals are
unshifted or only slightly shifted. This is in fact a continuous process: no fade out for a an
odd integer and infinite fade out for a an even integer.

We can even make this process adaptive. For example to match a fingerprint with an
image from a database, we can imagine that the central part of the print will be precise,
so that we want a good match, with only a bit of shift invariance (a = 0.8 say) while at
the borders of the image, the print may be corrupted by a lot of distortions, so that there
shift invariance is much more appropriate (so that we may take there a = 1). Note that in
an image we can allow a different tolerance in shift invariance for the two directions. For
example if one wants to recognize letters on a single line, but not the ones on the previous
or the next lines. See [40].

In [1], it is also shown how the fractional autocorrelation function can be used to analyse
a noise corrupted signal composed of several chirps represented in the (x, §)-plane as straight
lines through the origin. Instead of computing a Radon transform of the Wigner distribution
or the ambiguity function, one can more efficiently compute a fractional convolution or
autocorrelation function in several directions. This will define a function of the direction
that will show a clear peak when the direction coincides with the direction of one of the
chirps in the signal.

10.4 Multiplexing

The chirplet application that we mentioned before shows that they provide some special
tiling of the (z,&)-plane. If a complex signal, or several signals from several users, has to
be transmitted over a communication channel, then there will be a limitation in time and
frequency, and the messages have to be transmitted within this window in the (x, £)-plane.
Multiplexing is a method by which that window is tiled and messages are assigned to each of
these tiles. For example in TDMA (time division multiple access), the window is subdivided
in vertical stripes, which means that each message gets the whole bandwidth for a certain
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amount of time. In FDMA (frequency division multiple access), the window is subdivided
in horizontal stripes, so that each message has part of the bandwidth available during the
whole time. Of course the window can be tiled in other ways like the wavelet tiling or the
chirplet tiling and each message has such a tile available for transmission. Of course the
basis functions should be orthogonal to each other so that their energy in the time-frequency
plane is well separated to avoid interference of the different messages. The chirplet tiling
can be appropriate for signals whose energy distribution has a well defined orientation in the
time-frequency plane.

Another, similar idea is used in [29]. In today’s wireless communication by mobile phones,
the channel frequency response can be rapidly time varying, in which case the Doppler spread
may not be neglected and cause inter-channel interference. Choosing chirp carriers instead
of time or frequency modulation can overcome this problem.

10.5 Compression

The idea is that the extra degree of freedom given by the FrF'T as compered to the classical
FT can be used to obtain a representation of the signal in the time-frequency plane that is
easier to compress. A trivial example is a chirp function which has not a simple compact
representation neither in the time nor in the frequency domain. With an appropriate FrFT,
it becomes a delta function which can be extremely easily represented. The problem is of
course to find the most appropriate FrET for this purpose. See [66]. With the current state
of the art, this technique does not seem to be competitive with other compression techniques.

10.6 Encryption

For the encryption of an image, one may multiply the image with a random phase, then
apply a 2-dimensional FrF'T. Only the intensity of the result is stored. When the same set
of operations is repeated with a different phase and a different FrfT, then the intensity and
the phase of the original image can be recovered by a recursive procedure [21]. The extra
degree of freedom on the FrFTs makes it more difficult to break the encrypted image.

10.7 Digital watermarking

To authenticate an image, a watermark is embedded in the signal. It should be difficult to
detect for an outsider and it should not disturb the image visually. In [17] the following
procedure is proposed. First perform a 2-dimensional FrFT on the image. Then sort the
resulting coefficients and add some watermark key to a subsequence of the coefficients. That
should be not the largest coefficients, in order not to disturb the image, but also not to the
smallest ones, because these could be drowned in noise and filtered out by a noise filter.

10.8 Blind source separation

The received signal is a linear combination of several uncorrelated source signals that have
to be detected. Classically these mixing coefficients are obtained from a weighted correlation
matrix of the mixed signal. In [22] it is proposed to choose these weights or window functions
in appropriate FrFT domains where cross terms may be less apparent.
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10.9 Tomography

Besides optical systems, there are strong roots for fractional transforms in quantum mechan-
ics. This will play a role in tomography. In this case, a plane wave is scattered by an object,
the scattered response is measured, and the problem is to identify the object from that.
When the wavelength is much smaller than the object (like X-rays in medical applications),
a geometrical model can be used as is done in CAT (computed axial tomography). However
if it concerns ultra sound waves, then the wavelength may become af the same size as the
object and quantum mechanical issues will play a role. This is called diffraction tomography.
Here the FrFT can come in as the working horse for the analysis of the problem. See [19].

11 Conclusion

Now that the basic ideas have appeared in the literature, more applied researchers start to
exploit the applicability of the FrF'T in several type of applications. This route and the
algorithmic an computational details are yet to be explored more deeply. In some cases we
have indicated where some theoretical areas are still wide open.

We have deliberately restricted ourselves to the operators and applications that are most
often used in signal processing. The zoological garden of fractional transforms is much larger
that what we have treated here. We just mention the wide field of fractional calculus which
is based on fractional forms of the derivative and the integral.

We hope that with this survey we have interested some of the readers to have a closer
look at the literature of fractional transforms. The younger ones may find a gold mine of
beautiful results to be discovered, and for those who do not want to change a domain chosen,
we hope that it has given an impression of what is going on in this quickly growing field.

Appendix A: Some of the proofs

A.1 Proof of the properties in Table 1 of Section 3.4

(1) This proof is trivial, using the integral representation and the property of the delta
function.
(2) This follows from the previous result and the fact that F(4(-)) = 1:

F(1) = FUF(S() = FH ().

Hence using (1) for a replaced by a + 1 and v = 0 we immediately get the result.
(3) For this we need some trigonometric identities and the fact that

_ (y—&csc a)2

in
€ 4 i
e 2 x+cot

%[(X-ﬁ-cot a)z?+(y—& csc o) 2z] dr =

1 o0
—_— 6 _—
V2 /Oo VX + cota

(see [40, p. 57]). It then easily follows that

fa(e%(xx2+2’yw)) (5) — . 1 - ;COt a /OO 6%(52 cot a—2€x csc a+-x2 cot a)eé(xeJrZ'yw)dx
™ —0o0

_ m€%(§2 cot @) 1 / e%[(x+cot a)z?+(y—Ecsc a)QI]dI

V2r
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_ [1+itana g(@ocmemganiun.)
14+ ytana

(4) Again this can be used using trigonometric identities and the relation

e—l z i [ (E—ucsca)
e ; (ix4cot @)z 4-(—iy+£ csc a)2x] dr = e? xFcot o

\/ﬂ / Vix + cota
(see [40, p. 57]).

a(, —=(xaz?+2yz) 1 —icota OO — 1 (—€2 cot at26x csc a—z? cot @) L (ixz2+2iyz)
Foe 2 ) — —— | e 32 ez dzx
™

=+/1 —1icot ae’%( Foota) _—_ /
V2T

1l—1icota : 52 cot a 32-Dr2exysecaty? 1 L o2 a& x+2€7 cos a—xy2 sin? «
_ e2 2 tcot? e 2 x2+cot? a
X —tcota

(5) and (6) are trivial.

' —5 [~ (ix+cot )2+ (—iy+E€ csc a) 2] dx

A.2 Proof of Corollary 4.2

(1) We give the proof for m = 1. For m > 1 the proof is by induction. Because
f(z) =izg(x), f =Ug and thus

fo=FUg =Uygs = [cosa U + sina D]y,

Thus

zeosa gq(z) +sina g, (z) = if,(x).
Solution of this differential equation for g, gives the desired result.

(2) Tts proof is as before. Because Dg = f, we get after the FrFT
fa=Ff =F*Dg=D,F*g = |—sinald + cosa D]|g,

Hence

—isina gq(z) + cosa g, (x) = fu(x).

Solving this differential equation gives the result.
(3) This is an immediate consequence of Theorem 4.1 (3-4).

A.3 Proof of Theorem 4.3

(1) This is by a change of variables 2’ = x + b in the definition of the FrFT.

(2) This is seen by taking the F'T of the previous rule. A shift transforms in an exponential
multiplication, giving the left-hand side. On the other hand, taking the F transform of the
F° transform corresponds to taking the F%*! transform, hence we replace o in the previous
line by « + 7/2, which gives the right-hand side.
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A.4 Proof of theorem 5.2

First we plug in the inversion formula for the FrFT on the defining equation for the modified
WEFT, then we get

zacf/2 )

.7-" x / “ — x)e %tdt dz.

Fuhad) == | [ neREuE=)
Because -

/ Ko(z,)w(t — 2)e®dt = we(—2 + zcosa + Esina)e?,
with A = —i& ;xQ sina cos a — i(zsina — € cos a) + izé sin? o, putting z, = zcosa + Esina
and £, = —zsina + £ cos, it is easily verified that
eix&/QeA _ e—izveixafa/Q'
Thus
ei®aa/2

(Fuf)(z,€) =

[ e

This proves the result.

A.5 Proof of the discretization of the FrFT in Section 6.5

If we assume that the signal f is band limited to the interval [— B, B], so that for a in the

neighborhood, say 0.5 < |a| < 1.5, then also h(z) = e*“2"%" f(z) can be restricted to the

interval [—B, B] and, by the sampling theorem, we can interpolate the function h(z) by

SO

We have a finite sum with N = B? because we assumed that % is bandlimited to [—B, B].
We replace in the integral of

[e.9]

fa(§) = Coe3® CO“"/ exp{—izé csca} h(zr)dx

[e.e]

the function h(z) by the interpolant i (x). This leads to

Ful€) m Ceteota Z h (23) / exp{—i&x csc a}sinc {23 (x - %)] dz.

The latter integral is 5= exp{—i€ csc a(l/2B)} rect (x csc a/2B) with the rect(-) in this ex-
pression equal to 1 in [— B, B]. If we plug this in the relation for f,(£) we get after rearrange-

ment Vot
k C, k — k—1 l
#(a5) ~ 25 (1) X7 () (a5)
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with a chirp ¢(x) and two functions r(z) and s(x) defined as

~

)
o = ez ()
{

Thus we have to compute a convolution of the s and r vectors, which has an O(N log N)
complexity, followed by a chirp multiplication. If @ is not in the range 0.5 < |a| < 1.5, we
have to apply a trick like F* = FeH1F~1 where the extra FT needs another O(N log N)

operations.
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